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§ Climate sciences and responses
– HORIZON-CL5-2025-03-D1-05: Adaptation to Climate Change: Effectiveness and Limits

§ Sustainable, secure and competitive energy supply
– HORIZON-CL5-2025-02-D3-17: Control and operation tools for a RES-based energy 

system IA
– HORIZON-CL5-2026-02-D3-19: Innovation solutions for a generative AI-powered digital 

spine of the EU energy system IA
– HORIZON-CL5-2026-02-D3-20: Innovative tools and services to manage and empower 

energy communities
§ Efficient, sustainable and inclusive energy use

– HORIZON-CL5-2026-02-D4-02: Smarter buildings as part of the energy system for 
increased efficiency and flexibility

– HORIZON-CL5-2026-02-D4-04: Innovative approaches for the deployment of Positive 
Energy Districts 

Interested in



EU projects in: Energy, Health, Security, Wireless/IoT, Agriculture
• Energy

• NUDGE - Nudging consumers towards enerGy Efficiency through behavioral 
science (https://www.nudgeproject.eu/

– Interconnect - Interoperable solutions connecting smart homes, buildings and 
the smart grid https://interconnectproject.eu/

• Agriculture: PRUDENT - Promoting green nudging for sustainable 
agriculture and forestry https://prudent-project.eu/

• Health: Coordinator of PRE-ACT https://preact-horizoneurope.eu/ (Prediction of 
Radiotherapy side effects using XAI) 

• Networks: SMOTANET - Software Defined Networking; Online Learning from 
streaming data; Cybersecurity and Forensics 

Background

https://www.nudgeproject.eu/
https://interconnectproject.eu/
https://prudent-project.eu/
https://preact-horizoneurope.eu/


§ Responsible AI
– Explainable AI à satisfy “right to explanation”
– Continual Learning à learn from continually evolving, streaming data
– Federated Learning  à train AI models out of distributed data, 
without data leaving their location; privacy preservation 

– Personalization

§ Trustworthy AI
– Generative AI / LLM Hallucination mitigation
– Intelligent Services at the network edge

• resource-limited devices/IoT: How can an LLM fit?

Intelligent Trustworthy Energy Services
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Aggregation

Federated Learning allows data holders to learn a shared 
Machine learning model without sharing their private data.

System
challenges

• Resource-
constrained devices

• Node heterogeneity

Statistical
challenges

• Unbalanced and 
non-iid datasets

• Small volumes of 
decentralized data

1. Personalization in FL 
(train one model for 
each client so that 
each model fits 
individual client data)

2. FL Pre-training based 
on GANs and Transfer 
Learning for maximum 
accuracy

1. Implementation of FL 
algorithms on RPi 
devices

2. Fairness in resource 
contribution from 
clients (computation, 
energy)

3. Energy consumption 
models and energy-
efficient training  

4. Split learning for 
energy-efficient 
inference

Federated Learning: maintains privacy

• T. Tsouparopoulos and I. Koutsopoulos, Implementation of Federated Learning on Resource-constrained devices: Lessons learned”, 
in Proc. IFIP Networking Conference/Network Intelligence Workshop, 2022. 

• S. Nikoloutsopoulos, I. Koutsopoulos, and M. K. Titsias. "Personalized Federated Learning with Exact Stochastic Gradient Descent.
arXiv preprint arXiv:2202.09848 (2022).

DNN Partitioning and Inference Task Offloading
in Resource-constrained Edge Networks

Dimitrios Kafetzis and Iordanis Koutsopoulos
Department of Informatics, Athens University of Economics and Business, Greece

Abstract—Applications running at the wireless edge need
to perform Machine-Learning (ML) inference tasks using
computation-intensive Deep Neural Networks (DNN) on resource-
constrained devices, where resources pertain to computational
capacity, memory and energy. This paper presents an approach
for DNN task management and proposes a methodology for
DNN partitioning and partial computation offloading to a com-
putationally powerful Base Station (BS) or gateway edge node.
DNN partitioning determines the part of the neural network
to run locally, and the part to offload to the BS. We consider
a set of resource-constrained devices, each of which has an
inference task (abstracted as a deep neural network) to execute.
We are interested to determine a suitable task partition for each
device, namely determine the neural network layer up to which
computation will take place locally on the device. We observe that
a certain task partition on a device affects the inference delays
of tasks of other devices due to task coupling when tasks are
processed at the BS. We formulate the optimization problem of
minimizing total execution delays of tasks, and the optimization
problem whose objective is to provide fair treatment to DNN
inference tasks, by ensuring balanced task execution delays. We
propose a greedy heuristic algorithm to solve the problem, and
we evaluate it through numerical simulation, using input from
experiment measurements on Raspberry Pi devices. The proposed
approach is shown to perform much better than the approach
where each task is fully executed locally on the device.

Index Terms—DNN partitioning, task offloading, resource-
constrained devices, edge computing.

I. INTRODUCTION

Edge Computing and the Internet of Things (IoT) are two
paradigms of interconnected pervasive systems, which support
ubiquitous computing through processing vast amounts of data
to support different applications and services. These paradigms
exploit sensors and other devices that generate data as well as
inference task requests at high rates. Mobile, wearable and
other lightweight devices that participate in such applications
and services need to execute inference tasks. These devices are
usually constrained in terms of computation capacity, memory
and energy resources.

Each inference task requires the execution of Deep Neural
Networks (DNNs) that consist of a sequence of layers and
stages such as convolutional, pooling, and other types of
layers, and thus it requires a significant amount of resources
[1]. Thus, the issue of running inference tasks on resource-
constrained devices is critical to solve, yet particularly chal-
lenging.

In order to overcome these limitations, a powerful server
at an edge node (e.g. a Base Station (BS)) is used, which
receives computation requests for inference tasks from devices,

Fig. 1: (Top part) The 3 stages of the proposed DNN partitioning
approach: i.e. 1) Decide how to partition the DNN into two parts, 2)
execute locally the first part of the DNN, and transmit to the BS of
the intermediate result of the last locally executed DNN layer, and
3) execute the offloaded second part at the BS. (Bottom part) The
AlexNet model that is used as a representative example of a DNN
model for inference tasks.

it executes the inference tasks, and it returns results back to the
devices. However, this approach leads to large incurred delays
which may jeopardize the stringent delay requirements posed
by real-time inference response requirements of the service for
which the DNN inference task is executed.

In this work, we advocate another option, depicted in Fig. 1.
This involves three stages: (1) the decision to partition the task
(i.e. the chain of DNN computations of the neural network)
into two parts, one executed locally at the device, and the
other executed at the BS, (2) the transmission to the BS of the
intermediate result after the local computation so that the BS
executes the second part of the chain, and (3) the execution
of this second part of the task at the BS.

In Fig. 1 (top part), we depict a set of devices, each of which
needs to execute a multi-layer DNN. The task inference delay
comprises three components: (i) the execution delay of the
part of the chain that is executed locally at the device; (ii)

the delay for transmitting intermediate results to the BS via a



§ AI: Learning from diverse DATA
– Multi-modal AI: text, diverse time series, images, tabular data,…
– Learning from Human Feedback 

• Reinforcement Learning from Human Feedback (RLHF)
– Generative AI, Self-supervised Learning à data augmentation to 

overcome data scarcity

§ Consumer centrism tools: Digital Twins
– Digital Twin & AI integration à representation of building/ energy 

community functiionalities at different levels/scales
– Digital Twin & LLM integration à advanced forms of digital 

assistants

Intelligent Trustworthy Energy Services
(2)
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